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Image adapted from Yugi et al., Trends Biotechnol. 2016 Apr;34(4):276–290



  

Protocol of OMICs Integration



  

What Method of Integration to Select?

Linear Non-Linear

Supervised

PLS / OPLS / mixOmics,
LASSO / Ridge / Elastic Net

Neural Networks, Random 
Forest, Bayesian Networks

Unsupervised
Factor Analysis / MOFA

Autoencoder, SNF, UMAP, 
Clustering of Clusters

Example:
1) With ~110 samples it is a good idea to do linear OMICs integration 
2) T2D is a phenotype of interest, therefore supervised integration



  

Feature Pre-Selection to Overcome 
the Curse of Dimensionality

Data Set (4 OMICs)

Train Set (n = 88)

29% of Diabetics

Test Set (n = 22)

Feature Pre-Selection

OMICs Integration
Trained Model

Evaluation
unsupervised supervised

WGS (~30 mln dims)
BSseq (~30 mln dims)



  

Protocol of 
Integrative OMICS Analysis

1) Check that there is a relation between the OMICs (MOFA)

2) Choose integrative model based on amount of data and goal (linear, supervised)

3) Do feature pre-selection (supervised or unsupervised) on train data set

4) Integrate the OMICs using your favorite model chosen in 2) on train data set

5) Compare prediction of integrative model with predictions from individual OMICs



  

Maximum Likelihood does not Stand
Non-Independence in Data

Image adapted from http://anythingbutrbitrary.blogspot.com/2012/06/random-regression-coefficients-using.html



  

Univariate and Multivariate
Feature Selection



  

Univariate Feature Selection

Generally acknowledged that univariate feature
selection has a poor predictive capacity compared
to multivariate feature selection



  

Multivariate Feature Selection: LASSO



  

K-fold Cross Validation

Cross-validation is a standard way to tune model hyperparameters such as λ in LASSO

Image adapted from https://towardsdatascience.com/cross-validation-k-fold-vs-monte-carlo-e54df2fc179b



  

Difference between Lasso, Ridge,
and Elastic Net

Lasso is more conservative

Ridge is more permissive

Zou and Hastie, J R Stat Soc Ser B, 2005



  

Penalized Regression Interpretation

Images adapted from https://www.datacamp.com/community/tutorials/tutorial-ridge-lasso-elastic-net



  

Multivariate Feature Selection: PLS

Select features that separate two groups of samples
the most



  

Minimize variance within clusters and maximize variance between clusters

Similar to what ANOVA / t-test is doing, therefore LINEAR Discriminant Analysis (LDA)

Multivariate Feature Selection:
Linear Discriminant Analysis (LDA)



  

Univariate vs. Multivariate Prediction

Multivariate methods (LASSO, PLS, RanFor)
have significantly higher AUC ROC than
univariate methods (Spear, MWU, DESeq2)
on skeletal muscle gene expression data

If you find a data set where it is not true,
please let me know



  

DIABLO Omics Integration



  

DIABLO PLS-Based Algorithm



  

DIABLO Omics Integration

Chronic Lymphocytic Leukaemia (CLL):

gene expression (RNAseq), mutations, 
methylation, drug response

Image adapted from Dietrich et al., J. Clin. Inv. 2017



  

Prediction on Test Data Set 



  

DIABLO Visualization



  

Deep Learning for Omics Integration

OMIC1 OMIC3OMIC2 OMIC3

Regularization

Conversion to
nonparametric 

space

Integration

Prediction

Back propagation ensures
that all weights are updated
in context of each other



  

Bayesian Networks for 
Omics Integration

Image adapted from Agrahari, R., Foroushani, A., Docking, T.R. et al. Sci Rep 8, 6951 (2018)



  

Random Forest for Omics Integration



  

National Bioinformatics
Infrastructure Sweden (NBIS)
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