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Image adapted from Molecular Omics, Issue 1, 2018
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High-Dimensional Data
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The Curse of Dimensionality
complicates OMICs Integration



  

Ex.1

The Curse of Dimensionality 

P is the number of features (genes, proteins, genetic variants etc.)
N is the number of observations (samples, cells, nucleotides etc.)

Biomedicine

Ex.2

Biased ML variance
estimator in HD-space



  

Equidistant Points in High Dimensions 

Data points become far from each other and 
equidistant from each other in high dimensions

The differences between closest and 
furthest data point neighbours disappears
in high-dimensional spaces – can’t cluster

In high-dimensional space we can not separate cases and controls any more



  

Big Data in Single Cell

Watch out Underfitting!
 Paradise for Deep Learning!



  

How to define and evaluate 
OMICs Integration?



  

What I Mean by OMICs Integration

OnPLS

JIVE 

DISCOClustering of Clusters

Idea Behind OMICs Integration:
See Patterns Hidden in Individual OMICS



  

How I Evaluate OMICs Integration,
Data Science: Boost in Prediction

TEXT (78%) IMAGE (83%) SOUND (75%)

Predict Facebook
user interests

Data Integration
Accuracy: 96%



  

Prediction is an Ultimate Criterion of 
Successful OMICS Integration

Statistics searches for candidates

Consequence

Machine Learning optimizes prediction

Consequence

B. Maher, Nature 456, 18-21 (2008)



  

How I Evaluate OMICs Integration,
Life Sciences: Boost in Prediction

HEALTHY

Methylation (78%) Gene Expression (83%) Phenotype (75%)

SICK

Data Integration
Accuracy: 96%

1) Convert to common space:
Neural Networks, SNF, UMAP

2) Explicitly model distributions:
MOFA, Bayesian Networks

3) Extract common variation:
PLS, CCA, Factor Analysis



  

National Bioinformatics
Infrastructure Sweden (NBIS)
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